1 Introduction

The notion of force may figure in the meaning of several classes of words, including various types of verbs (Copley & Harley, in press; Jackendoff, 1990; Pinker, 1989; Talmy, 1988; Weisgerber, in press; Wolff & Song, 2003; Wolff, Klettke, Ventera, & Song, 2005), prepositions (Zwarts, 2010) and modals (Copley, 2005; Talmy, 1988). In these analyses, it was observed that words encoding force typically display regular patterns of meaning, suggesting an underlying system of distinctions that determines how such meanings are formed (Wolff, Barbey, & Hausknecht, 2010). The most significant step towards characterizing this system was Talmy’s (1988) theory of force dynamics, which was soon followed by several proposals modifying and extending the theory (e.g., Jackendoff, 1990; Pinker, 1989). In the case of Wolff and colleagues’ dynamics model (Wolff & Zettergren, 2002; Wolff & Song, 2003; Wolff, 2007), it was shown that Talmy’s system of distinctions could be represented by a vector formalism. In the target article of this volume, Warglien, Gärdenfors, and Westera (in press) propose yet another model of how the notion of force is systematically encoded in word meanings. Unlike earlier theories, their two-vector model assumes a different set of distinctions than those originally proposed by Talmy (1988). Indeed, it lays the groundwork for a new system of event representation that may help integrate insights from force dynamics with the rest of the lexical semantics literature.

In this review I examine the two-vector model with respect to the dynamics model. Both models are recent and make explicit use of vectors in their representations of verb meanings. This comparison will show that the two-vector model and the dynamics model differ with respect to the phenomena they address. I will also discuss several limitations of the two-vector model. In particular, due to the model’s single-domain constraint, it seems the theory is unable to represent the meanings of verbs of causation, among others. A second major problem is that the so-called result vector introduced in this model seems to over-extend the notion of a vector. Finally, I will discuss how the two-event model implies event
representations that are far sparser than those suggested by work in lexical semantics and psychology.

2 Two vector models of verb meaning

2.1 The two-vector model

To facilitate the comparison, I begin with a brief review of the key features of the two-vector and dynamics models. The two-vector model makes a major distinction between (non-linguistic) cognitive representations and linguistic representations. In this model, event representations are cognitive representations. The model holds that event representations specify, at the very least, one result vector, one force vector, and a central object that undergoes a change, referred to as the patient. These three key parts are exemplified in the situation depicted in Figure 1, which shows a person pulling a suitcase over a line. According to the two-vector model, people’s cognitive representations of this event will, at the very least, encode the entity being acted on, the patient (the suitcase); the agent’s force acting on the patient; and what happens in the event, the result (the suitcase ending up on the other side of the line).

Figure 1 also shows how event representations in the two-vector model can be specified in terms of vectors in space. In this representation, the patient is affected by the force vector from the agent. As with all vectors, the force vector has an origin, a direction, and a magnitude, with the magnitude specified by the length of the vector. The force vector in this particular event representation specifies the cause of the change of location (or state). The event representation also

![Figure 1: A situation in which a person pulls a suitcase over across a line, with associated force and result vectors.](image)
includes a result vector, which specifies the patient’s movement or displacement through a physical or conceptual space. As noted by Warglien et al., the start and end of the result vector can be viewed as snapshots of the patient at its initial and final positions in the physical or conceptual space.

According to Warglien et al., for many actions, such as lifting or moving a box, the event representation may only encode a single force vector, namely, the one from the agent that acts on the patient. For actions such as walking and swimming, Warglien et al. propose that event representations specify a pattern of interacting forces. According to the two-vector model, event representations can be elaborated on to include additional forces and objects. In particular, event representations may include additional forces acting on the patient, such as the patient’s resistance to the change brought about by the agent.

One of the primary goals of the two-vector model is to explain what elements of meaning are denoted by verbs. Verb meanings are hypothesized to be based on only part of an event representation, as stipulated by the single-domain constraint. The single-domain constraint holds that a verb can only encode vectors from the same domain. Warglien et al. define a domain as a set of dimensions that are integral rather than separable. Dimensions are integral when having a value on one dimension entails that the other dimension must also have a value (e.g., Nelson, 1993). For example, pitch and loudness are integral because if a sound has a pitch, it must also have loudness. Pitch and hue are not integral because a value on one does not entail that the other dimension also has a value. The single-domain constraint entails that verb meanings will encode only one type of vector in an event representation, either a force or result vector, because force and result vectors come from different domains.

According to the two-vector model, the separation of force and result vectors in the meaning of verbs explains the phenomenon of manner/result complementarity (Levin & Rappaport Hovav, 2011; Rappaport Hovav & Levin, 2010), that is, the observation that verbs lexicalize either the manner or result of an event, but not both. Accordingly, manner verbs denote activities often associated with bringing about a change of state e.g., kick, shake, wipe) but do not specify any particular change of state, while result verbs denote ending values of a change (e.g., break, open, fill) without specifying an associated activity that brings these changes about. Manner/result complementarity is also manifested in expressions of motion, with manner verbs encoding the patterns of movement used to bring about a displacement (e.g., walk, jog, fly) and result verbs encoding motion in a specified direction or spatial relation with respect to some point in a trajectory (e.g., arrive, pass, enter, fall). Crucially, as with the change of state verbs, motion verbs do not combine manner and result meanings. Again, according to the two-event model, this complementarity occurs because manner and result verbs are
based on different kinds of vectors, force vectors and result vectors, and according to the single-domain constraint, force and result vector will not be lexicalized within a verb.

It should be noted that the single-domain constraint entails that the vast majority of force dynamic meaning representations proposed in Talmy (1988) could not serve as verb meanings. In Talmy’s theory, the fundamental dimensions for distinguishing different force dynamic concepts are (a) the intrinsic tendency of the patient for rest or motion, (b) the balance of strengths (i.e., the relative strengths of the agent and patient), and (c) the result of the force interaction, that is, the “overt occurrence” (Talmy, 1988, p. 54) that follows from a force dynamic pattern. Talmy’s first two dimensions concern forces while his third concerns result. According to the single-domain constraint, Talmy’s first two dimensions could never be lexicalized along with the third dimension because this would entail conflating dimensions from different domains.

2.2 The dynamics model

The dynamics model, which modifies and extends Talmy’s (1988) theory of force dynamics, offers an account of how causal concepts are specified in the mind and in word meanings (Wolff & Song, 2003; Wolff, 2007; Wolff, Klettke, Ventura, & Song, 2005; Wolff et al., 2010). The theory holds that causation is specified in terms of configurations of forces that are evaluated with respect to an endstate vector. As with the two-vector model, the forces may be physical, psychological (e.g., intentions), or social (e.g., peer pressure). The theory accounts for several kinds of causal concepts and associated verbs: CAUSE (cause, force, get, make), ENABLE (allows, enable, help, let), and PREVENT (block, hinder, keep, prevent), among others (see Wolff, Klettke, Ventura, & Song, 2005), each associated with a particular configuration of forces. These different concepts are differentiated in terms of three dimensions: 1) the patients’ tendency for the endstate, 2) patient-affector concordance, and 3) whether the result is approached. The three dimensions define different possible types of configurations.

A configuration of forces associated with the concept of CAUSE is shown in Figure 2. The configuration is composed of two kinds of vectors: force vectors and position vectors. The position vector specifies the patient’s location with respect to the endstate. In a CAUSE configuration, the patient does not have a tendency for the endstate. A patient does not have a tendency for the endstate when it moves itself away from the endstate or simply when it resists movement towards the endstate due to friction. Lack of tendency for the endstate is represented by a patient force, \( P \), pointing in a different direction than the position vector, \( E \).
CAUSE configuration, the affector force, \( A \), opposes the patient force, \( P \). Lack of concordance is indicated by the affector and patient forces pointing in different directions. Finally, in a CAUSE configuration, the resultant of the \( A \) and \( P \) forces, \( R \), pushes the patient towards the endstate, which is indicated by the \( R \) force pointing in the same direction as \( E \). Other concepts are given by different configurations of forces. In the case of ENABLE and PREVENT, for example, the patient vector points towards the endstate, capturing the intuition that enabling and preventing require that the patient have a tendency (e.g., intention) for an endstate. CAUSE and ENABLE imply that a result will occur, whereas PREVENT does not. The result distinction is captured, in part, by the resultant vector pointing towards the endstate in the case of CAUSE and ENABLE, but not in the case of PREVENT. The notion of result is captured only in part by the dynamics model because configurations of force and an endstate vector can only specify whether a patient is influenced towards a particular endstate, not whether the endstate is actually reached.

3 Comparing the models

3.1 Key differences between the two-vector and dynamics models

The two-vector and dynamics models differ in several ways. First, the models differ in the specification of results. In the two-vector model, a result vector indicates whether a result occurs. In the dynamics model, a resultant vector that points
towards the endstate indicates that the patient will approach a particular state.
Barring any changes in the forces, the patient will reach the endstate. Import-
antly, though, the representations used in the dynamics model do not specify
whether the endstate is necessarily reached, just whether it will be approached.
A second way the two models differ concerns the kind of phenomena the two
models seek to explain. As noted above, the two-vector model offers an account
of the difference between manner and result verbs and of manner/result comple-
mentarity. The dynamics model, in contrast, focuses on the representation of
a particular kind of verb, namely ones associated with the representation of
causation and related notions. Moreover, the dynamics model provides a more
detailed account of particular verb meanings than is offered by the two-vector
model, which, for the most part, does not offer a specific account of any word
meanings. Given these differences in emphasis, the models can be viewed as at
least partially complementary. However, there is at least one way in which the
assumptions and predictions of the two-vector conflict and the dynamics model
conflict.

3.2 Challenges for the two-vector model

As discussed earlier, both the two-vector and dynamics models depend heavily
on two kinds of vectors. In the two-vector model, the two kinds of vectors are force
and result vectors. Due to the single-domain constraint, the two-vector model
holds that these two kinds of vectors will not lexicalize in the same verb. In the
dynamics model, the two kinds of vectors are force and position vectors. Warglien
et al.’s definition of a domain would appear to classify these two kinds of vectors
as belonging to different domains, since specifying a force does not entail a rela-
tive position and a relative position does not entail a force. Given that force and
position vectors belong to different domains, the single-domain constraint en-
tails that representations that include both of these vectors will not lexicalize in a
verb. This prediction can be shown to be wrong.

First, causal meanings cannot be represented on the basis of force vectors
alone. This fact is perhaps most clearly illustrated with respect to the difference in
meaning between CAUSE (e.g., cause, make, get, force) and ENABLE (e.g., allow,
enable, help, permit) verbs. Both types of verbs imply occurrence of a result, so
they both would be associated with a result vector. What distinguishes these
verbs, according to the dynamics model, is whether the patient has a tendency for
the result (Wolff & Song, 2003; Wolff, 2007, Wolff, Barbey, & Hausknecht, 2010). You can allow or enable someone to do something only if they want to. You cause or force someone to do something only if they do not want to. As explained in the
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dynamics model, specifying a tendency requires knowing the relationship between the force of the patient and some kind of endstate. Such information is well expressed using a position vector. With these distinctions in place, the difference in meaning between CAUSE and ENABLE verbs can be specified. However, this account of the meaning of causal verbs is ruled out by the single-domain constraint of the two-vector model because such meanings conflate vectors from different domains, that is, force and position vectors.

Another informative example is the difference in meaning between the verbs *push* and *pull*. Clearly, the verbs *push* and *pull* denote notions of force, but what makes them opposites? According to Zwarts (2010), the information that differentiates the meanings of these verbs is the direction of the force vectors relative to the spatial relation between the agent and the patient. Zwarts’ (2010) vector analysis of these verbs can be illustrated with the *push* and *pull* scenarios depicted in Figure 3. In both scenarios, the agent’s force on the suitcase is exactly the same respect to the background. What differs is that with pushing, the agent is behind the patient, while with pulling, the agent is in front of the patient. The critical part of this difference can be captured by a position vector that leads from the patient to the agent, in effect, treating the agent’s location as an “endstate.” In the case of pushing, the affector force, A, points in the opposite direction of the endstate vector, whereas in the case of pulling, the affector force points in the same direction as the endstate vector. The patient and resultant forces need not be included in the vector representations because, as is well known, *push* and *pull* verbs do not lexicalize results (Zwarts, 2010). Zwarts’ analysis indicates that the meanings of *push* and *pull*, as well as the analyses of several other verb pairs (e.g., *squeeze* and *stretch*, *lean* and *hang*) include in their representations not only forces, but also position vectors that specify spatial directions. In doing

Fig. 3: Scenarios and vectors associated with pushing and pulling. A = the affector force, E = endstate vector, which starts at the patient and ends at the agent.
so, these verb meanings also violate the single-domain constraint. In sum, the single-domain constraint appears to be incompatible with several important verb classes.

### 3.3 The nature of result vectors

In addition to limitations in the representation of verb meanings, the two-vector account is on shaky ground with respect to one of its theoretical constructs. Specifically, result vectors in the two-vector model seem to differ from other sorts of vectors. Vectors, as noted above, specify a magnitude that is associated with their length. In the case of force vectors, a longer vector length implies more force. In the case of position vectors, a longer length implies a greater distance. But in the case of result vectors, what does length imply? More or less result? Unlike with other vector quantities, the notion of magnitude with respect to a result vector is not clear. The problem, it seems, is that achieving a result is a binary distinction, whereas vectors are best suited for representing continuous quantities. The question, then, is whether results are really best modeled as vectors. If they are modeled as vectors, they appear to be vectors of a very different kind than force or position vectors.

### 3.4 Mental models of events

Unlike most accounts of verb meaning, the two-vector account makes a very clear distinction between representations at the level of (non-linguistic) cognition and those at the level of word meaning. This distinction is important because we know that representations at the level of word meaning are much coarser than those at the level of non-linguistic cognition (for a review see Wolff & Malt, 2010). This difference in granularity is demonstrated in the fact that representations at the level of language are ambiguous in ways that thoughts are not (Pinker, 1994). It is because thoughts are able to make finer representational cuts that people are able to recognize the ambiguities that arise from the coarseness of linguistic representations (e.g., “MINERS REFUSE TO WORK AFTER DEATH”). At the non-linguistic cognitive level, the two-vector model holds that event representations specify, at the very least, one result vector, one force vector and a central object that undergoes a change, referred to as the patient. Warglien et al., acknowledge that people may elaborate on these representations by encoding information about other entities in the scene (e.g., agents, instruments), goals, and patient forces. However, at the same time, they suggest that “[f]or many actions – for
example moving and lifting — a single force vector may be sufficient” (Warglien et al., in press, p. 4). While linguistic representations will likely be quite sparse, it should be expected that cognitive representations will be considerably richer, such that they would include more than just a single force vector. To get a sense for what cognitive representations could include, we merely need to consider a more fleshed out representation of the forces in, for example, a moving event like the one shown in Figure 4.

The forces shown in Figure 4 are some of the forces that would be present if an agent walked forward while pulling a suitcase. It is important to note that the action-reaction pairs of forces affect different objects; otherwise, nothing would move. So, for example, when the agent pushes against the ground, the earth accelerates (by an infinitesimal amount). At the same time, the earth pushes back on the agent by the same amount, which, because the agent has much less mass, results in a noticeable acceleration in the agent. Due to the force of gravity (not shown in Figure 4), the agent will not leave the ground, but rather will accelerate in a direction proportional to the horizontal component of the $F_{GA}$ vector. The net force acting on the suitcase will be the horizontal component of $F_{AS} - F_{GS}$; the net force acting on the agent will be the horizontal component of the $F_{GA}$ — the
horizontal component of $F_{S_A}$. Because the agent moves forward, the magnitude of the horizontal component of $F_{GA}$ must be greater than the magnitude of the horizontal component of $F_{SA}$ ($F_{GA} > F_{SA}$). Because the suitcase moves forward, the force acting on the suitcase in the horizontal direction must be greater than the force of friction ($F_{AS} > F_{GS}$).

While it is unlikely that people’s mental models of events would encode all of the forces shown in Figure 4, it also seems unlikely that they would encode just one force. Indeed, recent work in perception and psychophysics suggests that people encode at least several of the forces shown in Figure 4 (for a review, see White, 2012). Further, work examining how people describe force dynamic interactions suggests that people must encode more than one force, due to the fact that they readily distinguish causing events from helping events, which entails that they must be attending to forces acting on the patient, such as friction (Wolff, 2007). As a general guideline, people’s non-linguistic event representations probably include any of the forces that are regularly denoted in language. Based on this guideline, people’s mental models of events are most likely richer than what is implied by Warglien et al. (in press).

4 Conclusions

The two-vector model, with its single-domain constraint, offers an account of how words encoding forces may be related to words encoding results. In addressing this question the two-vector model suggests how vector accounts of verb meaning might be integrated with lexical semantics. However, while the two-vector model is able to account for the phenomenon of manner/result complementarity, it comes at too high a cost, because it predicts the impossibility of certain verb meanings that actually exist.

A number of recent analyses have begun to flesh out what a vector based semantics of verbs might look like. According to Levin and Rappaport Hovav (2005), accounts of verb meaning have been motivated by three major frameworks: 1) the localist approach, in which verb meanings reflect various notions of space (e.g., Jackendoff, 1983), 2) the aspectual approach, which specifies verbs in terms of their temporal properties (Vendler, 1957), and 3) the causal approach, which specifies verbs, in part, in terms of roles in a causal chain (Croft, 1991, to appear). A vector based semantics seems to represent an emerging fourth type of framework. Initially, it could be viewed as part of the causal approach to verbs, but due to the work of Zwarts (2010), Copley (2005), and Warglien et al. (in press), it has become clear that the vector approach can be profitably applied beyond the domain of causation. The work of Warglien et al. (in press) makes a signifi-
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